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EVALUATION

This report summarizes work done to predict the performance of two
target computer systems (ADCOM & PDSC) under varying loads and configurations.
Interactive FORTRAN programs have been developed to predict performance of

various hardware configurations for crisis workloads. New technology looked

‘ at for inclusion in various hardware configurations is included as

Appendix A.

Moz L

JOHN E. FRANK
Project Engineer

T . Tt a e

o

vi




1.0 INTRODUCTION

1.1 Purpose

This report describes the work performed by Measurement Concept
Corporation (Mc2), under Contract No. F30602-78-C-0190, to establish
a methodology for evaluating available and projected parallel pro-
cessing technology, as applicable, to cost effectively increase the
capabilities of current and future intelligence systems. It is
assumed that these intelligence systems are composed of a network of
computers with associated software, terminals, and personnel to
support intelligence analysis and production functions. The intelli-
gence network may be organized into a number of subsystems to provide
message handling, network control, user support, data base management,
program development, and graphics terminal support functions, among
others.

1.2 Executive Summary

1.2.1 Interpretation of Precedence Chart

Figure 1-1 shows graphically the precedence relationships of the

technological developments which contribute to improved intelligence
services. The connections between boxes are interpreted as follows:

0 A11 vertical Tines meeting a horizontal Tine from the top
are assumed to be connected to all vertical lines meeting the
horizontal 1ine from the bottom.

0 Reading up from any box, the heavy lines indicate develop-

ments which are either required as precedents for the develop-
ment in the chosen box, or without which the development
is only marginally attractive. The

1-1
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paths with lighter lines connect developments which can
contribute to a system which includes the development
under question. For example, the bottom box, "New DBMS
Algorithms", requires its immediate predecessor, "Multi-
Processor Architectures", and its attractiveness is

increased by the development of faster raw data access
represented in the top three boxes. "Faster CPUs" and
"Special Purpose Processors” can enhance such a system.

g

1.2.2 Discussion - Overview

Historically, data base operations have been I/0 bound, that is, they

have been limited in their data delivery and update rate by secondary
storage devices which have been significantly slower than the central
processing hardware and software which has driven them. Concurrent
storage device access, made possible by re-entrant, multi-threaded
software, along with memory hierarchy technology and emerging faster
storage devices will soon bring down I/0 service time to the point
where it is less than the CPU time being used to control and process
it. At this point the system becomes CPU bound.

The advent of higher retrieval rates from secondary storage has made :
the efficiency of DBMS software more critical. Previously, DBMSs
have been implemented with the primary efficiency consideration being
that of minimizing the number of I/0s which are performed as the
result of a request. The efficiency of the DBMS code and internal
algorithms and procedures has been considered in many, if not most, 1!
cases relatively unimportant due to its being masked by comparably B
high 1/0 service times. In some cases, moreover, DBMSs have been

implemented which are CPU bound even now, before the realization of
improved I/0 rates. These DBMSs were developed with the primary

goal being that of providing powerful, highly generalized services,

il T ...
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with 1ittle care given to minimizing utilization of the CPU. For ‘
these reasons, we urge that serious consideration be given to examining H
off-the-shelf DBMSs being installed in intelligence systems, with a

view to improving both the internal procedures and the way in which
they have been coded. This would be a near-term, low cost effort

which would possibly provide significant improvement in systems product-
ivity and response. Any improvements in this area could carry forward
to the intermediate term and can apply to some forms, but not all,

of multi-processor configurations. They do not apply to long-term
solutions involving advanced DBMS development (see Figure 1-1).

Another near term enhancement effort, related to the above, is the
optimization of existing operating systems. That there is room for

improvement in operating systems for the 2i(V) line, RSX-11D and,
probably, I[AS, is evident in that RSX-11M incorporated just such

improvements. Short of moving to RSX-11M, such improvements are
considered non-cost-effective at this stage of systems development
for the following reasons:

) The technical risk of modifying these operating systems,
with subsequent heavy validation requirements is high.

0 These operating systems will not apply to intermediate and
longer term system multi-processor configurations.

Care should be taken, however, that efficiency of algorithms and
implementation code be high on the list of criteria for new
operating systems.

Faster Central Processing Units exist today than are scheduled for
initial installation in the two systems studied on this project. 1In
some cases we have recommended their substitution. The long-term
potential for improvement in CPU speeds is limited by laws of physics.




Further improvements in processing speeds will come from the
introduction of Special Purpose Processors employed as functionally
dedicated auxilliaries of the general purpose processor(s) and from
the development of multi-processor architectures. Special purpose
processors are designed to perform specific functions such as array
comparisons (associative memory processors) or array manipulations

(vector machines).

Multi-processor architectures provide the long-term solution to future
requirements as well as more near-to-intermediate-term improvement.
This concept covers a wide range of realized and realizable implement-
ations, from those that are near term and limited, such as the
functionally distributed configurations in both of the subject systems,
to more efficient but still Timited "pooled CPU" configurations wherein
a limited number of CPUs share both load and memory, to more advanced
arrays o% general and special purpose processors combined with in-
expensive and highly efficient micro-processors. We have recommended for
some nodes of the subject systems the initial installation of limited,
pooled CPU machines. We have also recommended that effort continue

on the development of the more powerful multi-processor systems.

With the introduction of the more advanced multi-processor configura-
tions and the anticipated explosion of requirements, discussed in this
report, the intelligence systems of the future will be, 6nce again, I/0
bound unless steps are taken to provide an adequate data delivery rate.

We have recommended for future, next generation intelligence data
handling systems, that steps be taken to implement relationally based
DBMSs supported by the data "streaming" approach to data access. The
relational model of data provides not only enhanced logical capabilities
for data retrieval and manipulation, but also reduced DBMS complexity




H and overhead. Data streaming, wherein data is read and processed
f physically sequentially, avoids mechanical delays. This approach
| is recommended due to our doubts as to the cost-effective availability
of large non-mechanical memories by the time-frame required. In

addition, as larger portions of the data base are accessed as the
result of requests for massive correlation functions or extensive,
comprehensive displays involving, in some cases, the entire data base,
the streaming technique will become more attractive than "search"
techniques, even assuming the availability of multi-billion character
non-mechanical memories.

Figure 1-2 shows the same relationships shown in Fiaure 1-1
projected on a time-line. The dates indicated are approximate and

indicate the anticipated time of installation of the technologies in
operational intelligence data handling systems.




QULI-a8uWl] juswsdueyul 2-1 ®4nbL4

31¥0 NOILYIIWLISNI 3ILYWIXOdddY

/86l 9861 9861

RS T

Precedence Level
1-7

j
m
b
m
m

SWY3L40B|y SWIQ MaN

34Nn3IN4 padueApy

(=]
—

WJaaj-4e3N *pajiwi] - e

$8UN3I3F LYY A0SSDI0UJ- L] [N}
SNd) ¥sodung °usy ud3se[
S40SS32044 3sodung |eldadg
(p23al3q) -3dp swaysAs Buijeuadg
uotjeziuiydy apo) Swaa
uoLjeziwildg wyitaobiy Swaq
S80LA3(Q Q/I 493sey

SaLyduRUILH AAOWap

SS922Y 3DLA3(Q JUBAUNIUOY)

,fhﬁw. .

—ANMOS OO0




1.2.3 Discussion - Detail

The conclusions of this investigation fall into two categories,
each requiring a different treatment.

1.2.3.1 The Next Generation

R Rk L RORES s

The first is a consideration of the processing power, data structures,
and system architectures which will be required to satisfy require-
ments of a heretofore impossible level. These requirements are

those deriving from the implementation of dramatically more power-

ot

ful and useful intelligence products. Among these are included
mobile target tracking, real-time sensor input and update, advanced
correlation and inference techniques, and more complex and resource
consuming graphic aids.

These functions are, as yet, unquantified as to their demands on a
computer system. It can only be surmised that they will require two or
more orders of magnitude greater processing power. For instance,

event correlation based on ad hoc matching of essential elements of
information with history or entity descriptor files will require

that all occurrences of selected data elements of all pertinent files,
containing billions of characters, be examined in a few seconds. Adding
to this <ingle example an environment in which perhaps hundreds of

[P S

analysts are using the system for similar operations, it can be
perceived that current approaches can not provide even the gross
throughput to satisfy the requirement.

1-8
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Such services are considered "requirements” in this study for tne
simple reason that they will soon be possible. They are here dealt
with as "future" systems as opposed tec "near future". They ére seen
as evolving in parallel with the current generation of intelligence
systems. "Near future" here means current types of services provided
in much larger volumes, for more users, thus requiring enhancements of
current implementations. The future systems will be providing radically
advanced services and will require a revolution in technology. That
revolution has begun and is typified by current work in new processor
architectures and data base machines. This new technology is examined
in Volume I, Section 3 of the System/Subsystem Specification

produced under this contract. To attempt to apply this just emerging
technology to as yet unquantified requirements was considered to be

an overly speculative endeavor, considering the scope and pragmatic
intent of this project.

1.2.3.2 The Current Generation

Effort during this project has been concentrated in supplying enhance-
ment recommendations and development scenarios for current generation
intelligence systems (i.e., ADCOM and PDSC) under ever 1increasing




traffic Toads. Some of the answers for the long term for these
systems will begin to utilize the advanced technology required for
the next generation. This technology includes multi-processor
control schemes, special purpose processors, faster peripheral
storage, and data base machines.

The following sections of this report summarize the accomplishments
of this project in developing a methodology for applying advanced
technology to intelligence systems at all levels, and in exercizing
this methodology against the current and projected ADCOM and PDSC
systems. A more detailed discussion of the methodology (character-
ization, modelling, technology application) can be found in Volume I
of [MEAS79]. Detailed results of the application of the methodology,
as well as specific recommendations, can be found in Volumes II
(ADCOM) and III (PDSC) of the same report. Somewhat more general
treatments are included in this report.

1.2.3.3 Investiqation Findings

An overall summary of the findings of this study may be built about

a framework of successive bottleneck discovery and elimination. Minor
bottienecks such as regquirements for more analyst or quality control
terminals, or faster communications lines will not be summarized. Their
elimination is rather straightforward. This summary will deal with

the more serious bottlenecks created by the actual obtaining of data

and processing of that data.

1.2.3.3.1 Bottleneck #1 HOST Central Processnr

It was found that, in ADCOM, the CPU specified for the HOST node
(HIS 6068), rated at .55 MIPS (million instructions per second),
would be inadequate to perform both data base operations and

Ty - 2 L TR E A




applications processing. The preferred solution was to break the
HOST node into two nodes, as is being implemented for the PDSC

system - one processor for data base services and one for applications
processing. This separation of functions, in addition to providing
adequate CPU resources, lends a desirable flexibility to the system,
making future enhancement efforts more feasible in that they can be
focused more accurately on the problem at hand.

1.2.3.3.2 Bottleneck #2 Data Base Management System

1.2.3.3.2.1 Single Threading

This bottleneck is in software rather than hardware. It consists of
a DBMS which is single rather than multithreaded. Simply stated, a
single-thread DBMS will process requests one at a time, performing
all 1/0s for a request, meanwhile suspending its CPU processing
during 1/0 activity, before it will accept another request. Activity
is sequential - DBMS related CPU processing occurs while the disks
are idle, and disk seeks occur while the NDBMS related CPU processing
is suspended. If CPU processing associated with an 1/0 is 13 ms

and disk time is 40 ms, a maximum of approximately 68.000 I/0s can

be performed in an hour. This just barely meets initial ADCOM
throughput requirements of 65,000 to 70,000 I/0s per haur and falls
far short of PDSC initial requirements of approximately 300,000 I/0s
per hour. PResponse times even for the APCOM load will be unacceptable.

A multi-threaded DBMS can process several requests concurrently,
overlapping disk seek times with each other, if they occur on different
disks, and overlapping CPU time with disk time. A multi-threaded

DBMS can theoretically support a maximum of approximately 260,000 I/0s
per hour given the service times mentioned above, and assuming

o lesa o o




that an average of three disks are being driven concurrently for an
average effective access time of 14 ms (40 ms + 3 = 13 1/3 ms,
overlapped 100% with CPU overhead of 13 ms, plus 2/3 ms transfer
time). For higher levels of disk concurrency (determined by physical
data organization and user request patterns), or for more efficient
disks or disk replacements, CPU overhead again becomes the bottleneck.

1.2.3.3.2.2 DBMS Efficiency

As discussed in Section 8, the DBMS being considered for PDSC

appears to consume too much of CPU resources to be appropriate for
the application. The DBMS modelled in this study, although instigating
approximately 50% more I/Qs per request, is much more conservative in
its consumption of processor time. The CPU overhead assumed for this
DBMS (v 13 ms) is an educated guess. Application of a monitor to an
operating version of, say SARP V, would be useful in verifying the
estimate. SARP V is a multi-Tevel index driven DBMS developed by
Bunker-Ramo for the CATIS and is the prototype of our data base
modeling. It is reasonable to speculate, however, that a like DBMS
could be constructed which would be even more efficient. Combined
with multi-threading and/or faster disks or other storage devices,

a DBMS which used only, say, 5 ms of CPU resources per I/0 could
theoretically deliver in the range of 635,000 1/0s per hour (transfer
time of 2/3 ms is added to the 5 ms).

The important point being made here is that, through multi-threading

and faster storage devices (e.g., high density head-per-track disks

as discussed in Volume I, Section 3.0 of [MEAS79], the long-standing data
base I/0 bottleneck has been or soon will be, resolved. The bottle-

neck will now be at the CPU and the software within it. If the

software can not be appreciably improved by reducing the number of




instructions which must be performed per I/0, then the CPU itself
must be enhanced or augmented by the addition of ancillary special
purpose processors.

1.2.3.3.3 Bottleneck #3 The Central Processor

Two CPU bottlenecks, having different characteristics, are perceivec.

1.2.3.3.3.1 The DBMS CPU

As mentioned above, it may be necessary to enhance the speed of the

CPU which is performing data base activities. We feel that this can be
accomplished most cost effectively through the application of tightly
coupled, asynchronous multi-processor minicomputers or even multi-
processor micro-computer configurations specifically designed for data
base operations. The latter can be produced more economically than
general purpose processors and can also be more efficient in performing
their functions. Such a configuration can be called a "Data Base
Machine" and is represented in current technology by the proposed
Gaertner G-471, described in Appendix A.

It is recommended that work continue on developing the G-471 and other

data base machines such as the Mc2 Hybrid Machine (also described in
Appendix A. Additionally, we feel that it is important that efforts

be undertaken to establish software algorithms for utilizing these
machines. '

1.2.3.3.3.2 The Applications CPU

The requirements at the applications CPU are of a different nature
and require a different solution. "Applications" in this context
are considered to be heavily numeric processing functions and matrix
operations. The larger word sizes of mainframe CPUs are considered

more appropriate to this form of activity than are the shorter words




of mini-computers. Characterization of the PDSC system indicates

that these “number crunching” functions are secondary to the data
base and message handling duties it must perform. For this reason,
less expensive minicomputers are considered adequate to perform the
applications node functions for PDSC. An upwards expandable tightly
coupled, asynchronous multi-processor mini is recommended.

The ADCOM mission, however, is much more computationally oriented
and, in our opinion, will be best performed at the applications node
by a long word, fast mainframe. As requirements increase, a main-
frame can be augmented by off-the-shelf special purpose processors
which are tailored to the job, such as vector machines. For future
systems, the next generation, this function will best be performed by

arrays of micro-processors designed to perform specific operations, tied
together following schemes such as that employed in the G-471.

1.3 Approach

The approach is keyed to a phased procedure which is expected to
yield significant early results in system performance enhancement, and
will chart the progression from the present to future mission
fulfillment. The early identification of the technological areas of
greatest potential benefit to the intelligence community, coupled

with the systematic application of technology, will make possible a

far more focused and effective approach to intelligence system
specification, design, implementation and enhancement.

The technical approach may be summarized as follows:

) Exhaustive characterization of operational and functional
attributes. The intent was to collect sufficient data to ;
jdentify and substantiate operational problem areas and J
contributing factors. ; |
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) Employment of modeling and simulation techniques for

demonstrating current or projected timings under various

Wige

system Joads; and comparing alternative strategies involving
insertion of advanced parallel technologies.

0 Assessment of technology to differentiate timeframes (i.e.,
near-term, future, etc.) for application of potential
technology. Basis for timeframes is primarily state-of-the-

art of the applicable technology and development or 1ife
cycle stage of the intelligence processing system. The
overriding purpose of this approach is to provide a low
risk, cost effective, time phased development plan.

Figure 1-3 shows very simply the general procedure in applying
advanced or improved technology to meet increased requirements:

0 Requirements, of course, enter the equation as goals to be met.

o} Available technology enters the equation as building blocks
for meeting requirements.

0 The methodology performs the synthesis of these elements
and selects a system design.

) If a current system exists it may represent a baseline for
development, thus reducing costs for some candidate
configurations.

Figure 1-4 shows in somewhat more detail the methodology itself and

the interplay among its elements.
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2.0 THE ENVIRONMENT

Although the history and user requirements of ADCOM and PDSC are
significantly different, both systems (along with other developmental
and operational systems such as SAC/IDHS and AIRES) share demanding
operational requirements to provide increasing numbers of users/
analysts/operators with more reliable, accurate, and correlated
information in shorter periods of time. Having learned a lesson from
the breakdowns in intelligence evaluation and dissemination over the
last two decades, and sensitive to the speed at which simiiar or more
threatening events unfold in today's world, (e.g., Mideast), the
intelligence community and its customers have been building larger,
faster, and more complex communication networks to carry both timely,
event oriented information (sensor based) and historical data that is
required to assess potential threats and recommend necessary counter-
action. To effectively support local and national level threat
assessment, strategic planning, and sensor management, computer data
bases have swelled with new information and with improved historical
summaries of existing elements; they have become more complex to
support near-real-time analyst queries and to properly correlate the
wealth of data available from the new generation of sensors.

The situation is not unique to strategic, technical, and other national
level intelligence applications; requirements to support tactical
commands are rapidly emerging and are also stretching the technalogy
base with demands for even faster responsiveness and manipulation of
voluminous target data.

Personal "shoeboxes" and other hardcopy files previously within the

domain of a particular intelligence group are being automated and
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disseminated to other elements with a critical need-to-know. As a
result of increased data base size and complexity, more esoteric,
response-consuming computations and higher data base and communications
activity levels, the large computer technology of the 1960s has
rapidly given way to the multiple processor, functionally partitioned,
mini/host technology of the 1970s. Systems such as SAC PACER are

being "expanded" with special dedicated subsystems such as SACWARDANS
and COMPASS PREVIEW, and will be enhanced with a special purpose,
multiple-microcomputer-driven, high bandwidth communications port (MICS).
The ADCOM configuration also shows signs of functional partitioning
through the assignment of separated SOI, SAWS, IDHS and I&W sub-
systems. Technological problems, although temporarily overcome, are
again starting to emerge as further coordination between geographi-
cally dispersed operational elements is mandated and as growing

numbers of user facilities are attached. An excellent example of

the difficulty is provided by the PDSC system concept. In this case,
the existing, standard data base technology would appear to be
inadequate to the task assigned it.

Whereas existing technology will be able to solve many of the problems
in the next few years, there remain a few applications where the

technology has been (or soon will be) pushed to its limits and where
previously anticipated growth requirements may not be met.

Systems of the future will be characterized by much larger and more
volatile data bases, more users, and more complex and data-demanding
functions provided to users. These functions will range from enhanced
graphics support, such as t'me compressed mobile unit displays, which
requires both in:reased processor power and copious data retrieval,

to near real time updates of dispersed data base elements.

Coupled with these considerations is an expected great increase in
update activity to support anticipated broadened coverage, and




enhanced resolution and timeliness of information. Figure 2-1
outlines these and other developments which are expected to push
intelligence systems technology well beyond its current capabilities.
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MUCH LARGEPR DATE KASES
0 MULTI-SENSOR/MULTI-SOURCE CORRELATION
0 EXPANDED COVERAGE
0 JORE COMPREHENSIVE, ON-LINE HISTORICAL DATA

AtAVIER TRAFFIC

0  MoR: USERS
0 HEAVIER DEMAND PER USER
- ENHANCED INTELLIGENCE ANALYST AIDS
--  ENHANCED CORRELATION FUNCTIONS
-~ ENHANCED GRAPHICS SUPPORT
--- BAR CHARTS
--- CurvEes
-~- CoLor
~-~- MAP OVERLAYS
--- 4P

0  DRAMATICALLY HIGHER UPDATE RATES
REQUIREMENT FOR FASTER RESPONSES
FASTER MOVING EVENTS BEING TRACKED

Figure 2-1 Increased Requirements
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3.0 TECHNOLOGY SURVEY

To form a basic "list of materials" to be applied to the problems
at hand, a survey of state-of-the-art technology was performed. In
some cases this technology was projected or, we hope, improved

upon. Working papers were produced and delivered throughout the

duration of the project:

0 "Architectural Alternatives in Data Base Management
Machinery", October 1978.

0 "Technology Survey (State-of-the-Art)", November 1978,
0 Numerous project memos.

The technology survey is summarized in Appendix A,
covering the following items:

0 Storage Technology
- Solid State Memory Technology
--  Metal-Oxide-Semiconductor Random Access
Memory (MQOS RAM)
--- Static
-~- Dynamic
-- Charged-Coupled Devices (CCDs)
--  Magnetic Bubble Memories (MBMs)
- Electronic Disks
--  Paging Disks
-- Disk Caches
- Moving Head Disk Technology
-- 3330 Technology
--  Winchester Technology

-- Advanced Technology
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Data

-~- CDC 33502

--- Thin-film heads
Optical Disks
Miscellaneous
--  Laser-Holography
-- Laser Bit Address
--  Electron Beam Address
--  Tunable Dye Laser
-- Magneto-Optic Beam Address
--  Amorphous Semi-Conductors
-- Josephson Devices
Storage Hierarchy
== INFOPLEX (MIT)
Base Management Machinery
Data Streaming
--  AFP (0SI)
Hybrid Data Base Machine (Mcz)
Associative Processing
--  ACAM (Stanford U.)
--  REM (Semionics)
-~ Micro-APP Chip (Brunel University)
~-  ALAP (Hughes Aircraft)
--  PEPE (BMDATC, U. S. Army)
--  HAPPE (Honeywell)
--  RAP (Raytheon)
--  STARAN (Goodyear)
-~ QOMEN (Sanders Associates)
~--  SCAT (Sanders Associates)
~--  EGPP (U. of Erlangen)
~-  AFP (General Precision)
-~  CASSM (U. of Florida)

)
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--  RAP (U. of Toronto)

--  RARES (U. of Utah)

--  ECAM {(Honeywell)

-- DBC (Ohio State U.)

--  DIRECT (U. of Wisconsin)
-~  G-471 (Gaertner)

The survey is reproduced in Appendix A of this report.




4.0 CHARACTERIZATION

4.1 Background

_ The characterization phase of the I&W Advanced Parallel Processing ]
| Study involved analysis of the two subject systems, ADCOM and PDSC. ;
Each system has been subjected to a careful study and the operating

characteristics and requirements for each function have been extracted
from the preliminary documentation available. Some of the candidate

w0 g EPNE o il

system functions are currently operational in some form and data
has been collected concerning these functions. Experience with
other intelligence systems has been drawn upon to evaluate and
estimate characteristics where hard data is missing.

During the characterization phase of this project a great quantity

of documentation was perused, particularly information concerning the
PDSC System currently being developed. This documentation provided
basic input concerning program sizes, message, query and report fiow,
and system operating characteristics. The quantity and level of detail
obtained during characterization was too voluminous to attempt to

model and obtain usable statistics. As a result, a study was performed
to determine what level of detail could be handled by the models, then
a top-down structured approach was used to sift the data gathered,
remove the non-essential elements, mold the basic required activities
into building blocks by which the models could be easily constructed,
then modified as required. The document entitled "A Method of
Selecting Equipment Improvements for Intelligence Data Processing

Networks" describes the terminoloay and techniques which
were used to further refine the characterization data into modelable

information.

v
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4.2 Building Blocks

To utilize an analytic or simulation model to predict the performance
of different computer systems, it is prerequisite to define the
expected distribution of the workload among the system's components.
One must also describe both the hardware and software resources in

some elementary form. These elementary forms can then be used as
building blocks to define more compliex functions which in turn are
looked upon as available resources by user oriented applications
programs and system software. The number of building blocks at each
lTevel of characterization must necessarily be limited to those most
frequently utilized or those which demand significant system resources.
The building blocks selected at each level were chosen from the point
of view of how representative they were with respect to the intelligence
system being characterized.

Scenarios were defined for each of three operational conditions:
"planning”, "alert", and "crisis". The basic activities which must be
performed for each operational condition are relatively fixed. The
distribution of intelligence functions within each scenario basically
defines the workload over the Tength of time during which a particular
operational level exists.

The projected workload is also affected by the capabilities of the
hardware resources on which it is executed. The type of equipment

used influences the behavior of the basic building blocks. Within

the context of predicting the response of an existing computer system,
the hardware descriptions will not change from day to day. However,
when testing candidate system architectures against the three secnarios,
this is the only part of the model which will change.

Building blocks utilized both in the characterization and in the

models have been defined at three levels. Intelligence Functions

(IFs) are functions performed by intelligence staff personnel at different
military headquarters and within different commands. Although the

4-2




terminology varies, Intelligence Functions are similar for most intel-
ligence systems. Intelligence Functions are composed of a series of
Data Processing Functions (DPFs). These are computer-oriented functions

basic to any data processing system. DPFs are comprised of Processes
which execute Primitives, the lowest Tevel of characterization used
to define CPU instructions and I/0s executed. Figure 4-1 shows the
relationship between IFs, DPFs, Processes and Primitives.

4.2.1 Intelligence Functions

An examination was made of several different 1lists of the functions
performed by intelligence staff personnel. Although the terminology
varies within different commands, similarity can be detected between
these lists. It aids understanding to name several groups of related
functions or "functional areas". A list has been prepared that consists
of 25 intelligence functions grouped into five functional areas. These
functions have been chosen so that they could be used to describe both
the ADCOM and the PDSC systems, but it is also possible to describe any
intelligence system in these terms. A 1ist of the Intelligence Functions
may be found in Figure 4-2.

4-3

hrdats i Vo s B




POLBPOW SOLISLAdIORARYD WYSAS 30uabL|[93U] 4O [9Ad] |-}

uu1A3(Q U0 BIRQ 3403 LeASLAISY ejeq

abed0lg aseajay | UOHINGL4ISLQ ejeq

abeao03s ajedo| |y abea03s 3 6Buibboq

SIAT I T a 1d1aday ejeg

SIATLINIY | but [puer wioy
S3SS3204d

(s4d@) SNOILINNA
INISSII0Nd Viva

Aa3ny sseg ejeg
suorjedt (ddy

burssadsoug Bsy |

aI 393fqQ adeds
INIW0D

INILOHd

INIT3

(S4I) SNOILONNA
JINIDITTIUINI

24nbL 4

- butuojruoy uorjenyig
Y3V TYNOI 1ONN4




Ga 2 ada 4o an ol ISRN

B~

— —d ot
W —

NN R

W W W wwwwwwWw
— = IONOO D W~

[SANISANNGS ] O oD

jeale N Al o))
Ly Ny —

-—

FUNCTION

Communications Handling
Comm Handling In
Comm Handling Out
Comm Handling Retrieval

Message Processing
Message Receipt
Messaae Retrieval

Applications Programs
Edit AP (PDSC)
Extract AP (PDSC)
Correlator AP (PDSC)
Auto-1D AP (PDSC)
Auto-Call AP (PDSC)

DESCRIPTION
Management of the receipt,
retrieval, and transmission

of data via communication lines.

Management of the processing
requirements of discrete sets
of data called messages in
Intelligence Systems.

Programs (processes) which per-
form specific operations upon
data. (These operations are
peculiar to the specific system.)

Area Search AP (PDSC)/3.2 Analysis (ADCOM)
Computational AP (PDSC)/3.1 Computational (ADCOM)
Graphics APs (PDSC)/3.5A Graphics, 3.58 FFT (ADCOM)

Format Conversion AP (PDSC)
Duplicate Data Check AP (PDSC)

User (Analyst) Support

Pending Action/Notice Q Update

& Review

Work File Processing

Hold Queue Processing

DB Command Mode
Analyst-to-Analyst Coummunication
Mossage Generation

Grapnics Interface

NDate Dase Undate Services
Data Base Update
Data Base Update Review

Data Base Query
Simple Query
intericediate Auery
Curpliex Cuery

Management of general services
available to the users (analysts)
of the system.

Management of file maintenance
processing for add, change and
deletion of data from the data
base (A level above DEBMS).

Management of processing of
user query requests for infor-
mation from the Data Base (A
level above DBMS).

Figure 4-2 Data Processing Functions Modeled Page 1 of 2
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FUNCTION

Report Generator
Simple RPG
Intermediate RPG
Compliex RPG

Super Complex RPG

Qutput Device Management

Simple Output Device Management
Intermediate Output Device Mgt.
Complex Output Device Management
Super Complex Output Device Mgt.

DESCRIPTION

Provision of standard report
formatting and dissemination
processing.

Manacement of various forms
of output devices and media
(printers, plotters, graphics
display terminals, teletypes,
CRTs, etc.).

Figure 4-2 Data Processing Functions Modeled Page 2 of 2
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ANALYSIS TECHNIQUES

5.1 Analysis Tools

LO82IINC aplrgacnes wire usel T Lrilict TRTE 1 0ence

>

e TMUIETI0ON. AL anaiyiic S0iuilit
seers enuations relatine tpe desirec oerilriance pargmelers 10 ine

and tne equirment contircuratior. A simulatior
rogel 1S used wnen tne eguations detining tnis relationship are
gitner uneknown or inscluble: tne model generates & pessible benavior
sequence 07 1ne sysiem ang measures the desired performance guantities
in tnet seauence.  An analytic model is generally far less exuensive
TC usE tnan a simulation model of tne same systen. fven though it a¢

L

rovias

B
i

park’ estimates of

cr

NoT as$ aciurale, it 15 able 1C a
regLired naraware anc exoecied poriormance for a given workicad.
ine znziviic model described in this report has been used to proviae

estimates for required hardware conviguration, workioac redistribution

-

detion 67 characterization worklcad modeling and simuiation

1t wwst be repcobered that these tools provide only aporoxiiate

seluticons 16 tne problem of determining computer system periorinance

smulation model is ECSS I1 {fxntencable

1

S
ator 11) as implemented on the Honevwell 6180
1

Coon Y

coonuter ot BADC. The snalviic madel ie¢ procgrammed in interactive

FOLTREAN onotne name corputer. It utilizes stendard aucucing theory
S Tor Contrval-ocovver coTDuiler eronitociures.

A more detailed discussion of the models can be found in Section 5
of [MEAS79].
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E‘ 6.0 SUMMARY OF ADCOM STUDY

k 6.1 System Description - ADCOM

The ADCOM Intelligence Center (ADIC) system is a multi-computer
system which provides automated support to the ADCOM Intelligence

7 Functions.
i
; Figure 6-1 shows the basic ADCOM three node configuration. The four
% node configuration (Figure 6-2) was used as baseline to model
estimated increased demands on the ADCOM system.
]
3 The primary functions of the ADIC are:
j 0 tc provide the CINCAD with near realtime irtelligznce f
} o} to receive and to disseminate strategic and tactical
! warning information
o] to assess current air, space and missiie threats to
the North American continent
0 to assess tne residual threat

In addition, the ADIC serves as a part of the Woridwioe indicaiions

and karning System. Twe of the (major) important autowstic Tunctions

perforiied by the ADIC computer sysiem are initial target siznzture

analyses for Space Object Identification and reduction of cwensor

dateé received by the system.

;
1

L
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6.2 Investigation Summary and Recommendations

As described in Volume I, Section 5, of [MEAS79], the ADCOM
Intelligence System was modeled using both simulation and analytic
models. Analytic modeling results served to fine-tune the
simulation model and to cross-check simulation results for the
baseline configuration. Because the accuracy of an analytic model
decreases with heavier loading, only the simulation model was used
to determine results of heavier loading and modified software and
hardware enhancements to respond to the increased system demands.

6.2.1 ADCOM HOST Modeling Results

Figure 6-3 contains a summary of pertinent statistics resulting from

exercise of the ADCOM models. The major findings which are
represented in this figure are:

0 Need for more computational power. As characterized, the

computation oriented applications of the ADCOM environment,

if all get done, will consume approximately 120% of a HIS

6060 central processing unit (.55 MIPS). A CPU capable of
1 MIPS, could perform the initial workload adequately with

comfortable near term expansion capability.

0 Importance of Multi-Threaded Data Management. The greatest

single improvement in data access efficiency observed was

that of multi-threading the DBMS to permit overlap of disk

seek and transfer times if they occurred on different
drives.

A fair comparison of the different DBMS configurations can be made by

comparing the CPU utilization at the Application Node. Since the

application programs must wait for returns from their requests to the

N




A _ . i
.L~
2 !
;& AdBLUING UOLIBNWLS QDAY €~Y S4nbL4
: .
3 Asta
J43dng ‘peauyl
y'ée 6’ L'y 666°G61 69 - 0°¢ 0°€8 L8 £ ~L3|NW _‘3PON ¢
ayoe)
yStQ ‘peadyl
1'9¢ 'S 8¢l 0S€°8LL 29 6°6 L'8 0°¥L 74 £ ~L3LNW ‘SpON p| Gt
Asiq J)
uo xapul ‘peadyl
8¢ 9°¢ 611 916 441 LS £°¢ L€ 0°89 74 € ~13inW ‘SpoN p| ¢t
peaJyl
L'0! G'¢ 6 b 910°881 89 - 0°92 0°¢8 6L 3 -L3LNW “3pON | €1
ayoe)
ysiQ ‘peadul
6°69¢ AL L°061 | 8¥1‘98 Ll L'Y 0" L€ o€l Ly £ -91buts ‘aspoN ¢
Astad )
Uo X3pul ‘peadyl
2°681 6°1L 0°0L £06°621 L€ L2 L 0°LE 94 £ -9(buLs ‘apoN p| 1t
peaJyy
6°806 0°0L1 0°205 | 96v°¥9 S - 2 1L 2] A3 £ -9|buls ‘apoN ¢| oL %
ASLq 3D 0
uo X3pul ‘peaayl
81 £ 6’ £51°t9 8L Al L1 0°€6 pe L -t3{Ni ‘3poN p| 6
ayoe)
AstQ ‘peadyl
6°9 8" 81l 66189 8L 0'v 0'8 0°€6 GE l -L3LNW ‘3poN ¢y| 8
peaJdyy
L'e 0°l £l 02€°59 174 - 0°6 0°'v6 13 t -13|Ny “SpoN ¥| 9
) ayoe)
AsLQ ‘peadyl
8L g’ ve £L0°66 §9 £°€ 0°¢e 0°8¢ 2€ L -31buts “apoN | ¢
pesaJdyl
6729 0°1 8" L1 66655 99 - 0°'¢9 0°49 et L -9(buts “spoN ¢ &
. . . ‘ _ . . _ aul|aseg ‘peauyy
866 v e 0°9¢ 898°6¥ 1] 0"l 0°69 L -31buis “spoN £ v
3PON | “343d| - *oueyuifwajsAs ndJ ndJ .
o unepxew) wnuguin | bedany o Te fpeoq 4| jecoads| ysig |apon 1ddy| apoy g peoq|  uotzeanBiyuoy |, O
wm_.qw‘m;m:o 0/1 gZ 404 Bwl| asuodsay SQ/1 # xouaddy uoL3ezLLIn ¢

e

CE—vear—




T oraenurs U7 The o7 et

[}

Dawe SEte Noaniz. ooy Syt lion 1o oan

-

caire

e e
ine Inc

i

iveness of tne Gaia 8CC2s3 Urocese, DINZENT feTurE o
gueries arriving from the Analy<* Support Node scmewhat ciouds the
picture if an attempt is made to measure data access effectiveness

by observing the number of 1/0s performed. With this in mind, a
comparison of the several configurations will show tnat wherzas

adding a disk cache to a single-threaded system improves pertorimance
approximately 16% (78%/67%), a multi-threaded DBMS, witn no _additional
hardware, improves performance by 40% (94%/67%).

(o}
“l
s

Addition of a disk cache or a "CCDisk" for indices to a multi-tnrea

systam actually dearades performance slichtly (1%;.

h

n

1D

single-ihreadec naturs &7 ing

t

This can be explained in part by

o+

random arrival distributions of

L

devices and in part, perhaps, by

the model. Az any rate, a multi-threaded disk sysiem, qivinc, possibly,
y A & C

a 10 ms access time if an average of 4 disks are concurrently ouverating,

-

will be Timited by the CPU overnead associated with sacn 1/0 (13 ms
tne model). If effective disk access is cveriapped 100% witn

processor overhead, the effective access time is 13 ms.

The observed simulated response times support this analysis in that the
average and maximum response times for the disk cache configuration
(1.8 and 6.9 respectively) are greater than those for th2 stra
muiti-threeded system. The minimum response time for the disk cacne can be
expeiied te be shorter since, when & reguest arrives at an =noly or near
empty queue, access time is shorter for each I/0. Tne sane hoids true

for the "CCDisk"™ System as to minimum rosponse tims,  The
"(Chisk” average and waximum response Lim2s weare shorier than those
for *he basic multi-ihreeded system, probably retiects ihe wmall

sice of the saimple (scven gueries over one hour).
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6.2.2 Analysis

The ADCOM model provides figures which can be used to specify
hardware requirements. It indicates, first, that the 11/45 at the
Communications Node (26% utilized) and the 11/70 at the Analyst
Support Node (14% utilized) are adequate to process the expected load
easily and should easily accommodate anticipated increases. For
purposes of brevity, statistics for these two nodes were not included
in the table. They may be found in Appendix I of Volume II of
[MEAS79]. The Honeywell 6060 (rated in this study at .55 MIPS) at
the Host Node, however, will be inadequate for even the initial load.

6.2.2.1 Option 1 - 3 Node System, Large Mainframe HOST

It would probably prove sufficient to replace the H6060 with a 1 MIPS
mainframe for the initial load. This judgement is based on the

foilowing caicuiations using statistics from Figure 6-3:

-

Date Dase: .28 MIPS & 25Y doing 78% of recuesied work

= .126 MIPS @ 100% doing 100% of reaquested wark

Applicetions: .55 MIPS @ 94% doing /8% of recussted work
= .663 MIPS € 100% doinc 100% of reauzstad work
s ¢ MIPS reqguired = .12€ + .663 = .789

S A1 MIPS mainframe could perform the work at

~ 797 utilization.

for Lne inicrpediate term, the 1 MIPS mainframe wouid prove inadeguate,

Lased oh a o0% incrcese in workload. At least a2 MIPS machine shouid be

ted, altrogoh sooTtahat less would suifice, e.g., 1.2 M#iPS for &

L

" v S




6.2.2.2 Option 2 - 3 Node System Phased to 4 Node System

The 1 MIPS mainirame coulG De used Tor initial 1cacfi and &z Lol Ta
witn two CPUs (eifective MIPS v .56) could jaier be instalied tc
assume date base processing duties. In this case, under 150% of

{

6t X 1.
Tc aiieviate this situation, one of three courses of action can be
followed:

(S4]
~—

initial loacd, the 1 MIPS mainframe would be 99% utiiized

0 The 1 MIPS machine chosen for the initial configuration
snould be one that is easily enhanced (moduiarly exgandabie)
tc at least 1.5 MIPS, or,

o) A 1.5 MIPS or better mainframe should be chosen for tne

initial confiquration, or,

o] k special purpose array (or vector) processinC machine can
be added to tne coniiouration wnen recuirecd, 10 2&riorm

the hzavy matrix (FFT, etc.) cperations.

Piease note that Option 1 requires a 1.5 MIPS mainframe, whzreas

Option 2 requires approximately the same plus an 11/74 eguiveient.

The resasorns for preseniing, and preverring, Gption 2 folliow: )
0 The Option 2 mainframe is less utilized, thus improving 3
resnonse time and retreating from the dangerously nigh :
utiiization estimate of 80%. ;
i

0 0otion 2 is & 4 node configuration, secparating cata hease

~
'

activities Tr-om nuinerical/appiication activities,

*Common memory with from one to four central processing units which

operate in parallel, asynchronous fashion. The PD?-11/74 is not the only
such machine which might be considered. It is chosen here as a repre-
sentative of the genre for ease of exposition and for its compatibility
with the other DEC equipment in the systemr.
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£.2.2.2.1 Separation of Data Base and Numerical/Application
Activities

For reasons of expandability in the long term it is deemed advisable
to separate, from the very beginning, the two major and dissimilar
activities of the system: data base management, and numerical/
scientific applications. If this step is taken now, at moderate cost,
incidentally, not only will system efficiency be enhanced for the near
and intermediate terms, the system will be in a flexible stance for long
term expansion to meet as yet un-quantified but almost certain-to-be
greatly magnified requirements. If data access and/or update require-
ments outrun the capabilities of even a four processor 11/74 type
machine, the entire Data Base node can be replaced with something more
powerful with minimum system upheaval. A data base machine such as
those surveyed in Volume I of [MEAS79] (the Hybrid Machine, for
instance) could be easily introduced to the system as the replacement
for the "11/74".

If computations/applications outstrip the capabilities of the mainframe,
special purpose processors can be added to the Application Node in a
manner transparent to the system. Alternatively, a more powerful
mainframe could be easily introduced.

6.2.2.3 Option 3 - 4 Node System

Similar to Option 2, this option calls for a four node system. The
difference is that it begins as a four node system. This option will
be more experssive in the initial stages since it requires both a
mainframe and an 11/74 type machine from the beginning. In the
intermediate term, however, 1ife cycle costs considered, Option 3
will be more economical. By beginning with a one processor "11/74",
the transition to heavier loads can be accommodated by adding one

or more processors. Option 2, which begins with only the mainframe,

6-9
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WO D relulIre ndw wroelrarrang 1T IYT Tl move UTE

2 oTatE o rzryiles

10 LNE nSw machins when it 1s adaed. Alsg, ar @aditiona’ snake-aown
period would be experienced while acdjusting to the new installation.

Tne preferred deveiopment schedule is, than:
Prase 1 (Initial)
Cata Base Node - "11/74" witn one CPU

Appiication Node - 1.5 MIPS or better mainirame, or
& 1 MIPS mainframe wnich is £2sily

expandabie to 1.5 MIPS {ureferably

more).
Pnase 2 {+ 5 - 6 Years) 3
Data Base Node - Add another CPU to the "jl1/74"
T
Eoplication Node - Unchanged
Prase 3 :
Data Base Node - If required, replace "11/72" witn
& data base machine. Addition of
up o two more CPUs to ine "11774"
may suffice.
Application Node - ks required, add sgpecial purpose
vector typs machines, or replace ]
mainframe with more powerful :
<
machine, ‘
Other modificatlions to the original, beseline, configuration are
sunnarszed as follows:
0 Cermunications line spreds have hoen adjusted upwards to ;
fetidle the proiccted Peteline traiiic i
1
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. Sul L TTH LOnIrs. o termingls 3T trne Lomuridcacoior bzmdTae reoze
rnave peen increasec from 1 to & 1
L . . ~ - -
0 Numper of analyst terminals required to handle baseline

ioading at Node 2 vary from 27 to 32. Original
cnaracterization indicated 30.

fach oT these areas will need to be modified upward to include any
necessary multipiexers/controllers as terminals and cosmunications lines

increase.
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6.2.3 Evaluation of the ADCOM Simulation Model

Tne ADCOM simulation model is only as accurate as tne Galz used 1o

t

-4
-4

builid it. Tne accuracy was most apparent wnen trying different icacs
anc configurations. Tne results were sometim2s Surprising ana at times
it sz2med that tney must be incorrect, but tney proved to be correcy, i
not what was expected, when they were closely examined. An exsndie

of this occurred wnen comparing s Single-Tnreaded D3MS, Multi-Threaded
DBMS, Single-Tnreaaed DBMS witn cache, and a Muiti-Tnreaded D3MS with
cache. The Singie-Tnreaded DBMS with cacne was faster than tne singie-

tnreadec aione and thne multi-tnreaded was even Taster yvet. Iz woul

ct

¢ \
seem that tne Multi-Thrcaded DSMS with cache woulid be even faster, byt - i
was nol. It apbeared tnat the Mulii-Tnreadec 25MI witn CeCne was nos
as efficient as the Multi-Threaded DBMS because, although 8 disks could

be used concurrently, there was only one cache, and it was, in effect,

single-threaded and thus a limiting factor. ]

Tne simulation model alsc proved very flexitie wher & single

stataziment was added to the UBMS pertion causing three limes as wuch
disk and processor activity to be simuizted for each U5MS reguest. !
Wnen this modification was used with several dGifferent conTiqurations
invoiving multi-threading anc otrer DEMI ennancements, i1 apoeared

tnat the 11/7C processor was & major iimiting factor. W

The flexibility of the model was also shown with the various user
statistics that were collected and printed. During the development
many different statistics were collected. Most of these were
discontinued due to both the volume of printed data and the fact
that, although many statistics were useful for developing the model,

they were redundant and often not useful to the final model.
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LT alTuraly and ULl iLY 0T Lhne resu T o oTronm o Tne - USE -

JELENOS 0N RLLerous 1aclors, soine of Lne more imoriant ares:

0 Detail modeled

o Accuracy of processes of jobs being moazled

0 Correctness of nardware description

o Correctness of message distribution and arrival rates

Tne Getaiy mbdelea in tne ADCOM samu
On TLE efcuraCy anc usefuiness of the resuits. Obviously & more
detaiiec modeil wil. produce more detailea ana correct results, but

this is only true if all of the extra details used are accurate and if
they produce noticeable change. The gross details used in constructing
the model are relatively easy to obtain and verify. Such things as
message arrival rate over given communications lines, the average length
of the messages, and the Intelligence Functions that receive the messages
have been tabulated and are simple to use in the model. They are also
easy to change, should the tabulated rates be shown to be incorrect

or the rates changed to simulate projected rates. Other details such

as instructions executed per process and number of I/0s are not as well
known and not as easy to change in the simulation, due to the nature of

ECSS Il and the way the model was implemented.

Worsowelali 2050 resuiils an @ Lare2r and Shawer ruaranc model.  An
wxenDie of tnis wound be & process that executes 12,000,030 instructions
and doec N0 DMS reoads end writes. The 12,000,000 instructions

enn L no he eaeruted aly et one time since tnis would tie the

civyul et g processor up o and prevent other simulated jobs from running

0.

for unrealistically Jerce biocks of time. A better nethod would be to

execute 100,000 instructions 120 times or 10,000 instructions 1200

g, ie Yatier i oo lodly cure voeiictic but will be wuch less

I - C T e ~y e o.eaC N P Tl 2lcr he taemh e

el ch 10 Laaaate, LD LU e CUIVATY STIOUIC e SC DE LrDRen up
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into 300 separate calls intermixed with the instructions, rather
than one call for 300 reads.

Better input for the simulation model could be obtained by using
hardware and software monitors on existing intelligence systems,
since this would give actual counts of instructions and 1/0S

performed.

The accuracy of hardware d=scriptions anc cacabilities is vary
importdant,. bui two errors were found after it was T0O0 1ale IC TEKE

any more simuiation runs. The speed of the unibus was given as
4,000,000 bytes/second. This was taken from DEC publications, but
appears to be incorrect for ithe model since this figure includes
processor and memory control signals. A more nearly correct 7igure for
simulation purposes would be 2,000,000 bytes/sec. While this is &

100% diftierence, the evfect on the model shouid be siignt since the
fastest device being modeled has a transfer rete of less than 1,008,300
bvtes/sec. The error will only show up with multinie concurrent

iransfer

[ %]

.

STl

D

Anotrer error éppzared in the way the Multi-Threed DEMS was imp
The cisk s=ek time and rotaticgnal delay {ime were lurped togetinher;

on & Muiti-Throaded UoMS they should be separate since seek tine on
vne disk can overlap any operation on another disk butl roteticnal
delay and transfer time cannot overlap. The way the riodel was writien

wiil aliow overlapuing as if cach dish hed & sezarete cortrolier.

c.




The model was correct in that it would not allow any overlapping

of operations of one ditk with itself.

This inaccuracy caused the effectiveness of the Multi-Threaded DBMS
to be overstated. While vhe utilization figures and process time for
the DBMS are off by a relatively small amount, it is not thought

the error is enough to change the judgement that the processor is

the Timiting factor for the fester DBMS.

The tabulated message distribution and arrival rates were used in the

model, but at first the printed results were not what was desired.
This was due to the method of simulating message arrivals and the
small sample being used. It is expected that unless an infinitely
large sample is used, the distribution may not be what is desired.

If a given message was to occur 36 times per hour the message was
triggered with an exponential distribution centered about 100 seconds.
Due to the randomness of the exponential distribution and the

relatively small number of samples the desired number of messages was ﬂ
not often not reached. Tnis was most evident when only 6-12

messages/hour were expected. This situation was corrected by multiplying
the interarrival times by adjustment factors until the printed results ﬂ

agreed with the tabulated rataes. This is effective because the

random numbers used for the exponential distribution are not truly
random, but are pseudo random and are repeatable, (i.e., each
simulation run will produce identical numbers). This is only valid

for runs of the same time period, from 1400 to 5000 seconds.
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6.3 Recommended ADCOM Configurations

6.3.1 Baseline Configuration

As discussed in Section 6.2.2.3 of this volume, we recommend Option 3-
a2 baseline 4-node system utilizing a "PDP-11/74" type machine for the
DBMS Host and a mainframe Applications Host. Figure 6-4 depicts the
Phase 1 overview of the 4-node ADCOM System.

6.3.2 Intermediate Configuration

For Phase 2 Intermediate expansian, within the 5 to 6 - year time period,
we foresee a need to add another CPU to the "11/74" DBMS Host
Configuration. Figure 6-5 gives the Phase 2 ADCOM Overview.

6.3.3 Long-Term Configuration

Trage 3.0 @ arojection of E-10 vears from hassiine will recuirs cnzrzes
N} J . =

¢ buth tne Appiications and osMS hostis:

o} DBMS - Add 2 more "11/74" CPUs to Pnase

rentace with @ cate Lase machine

™y

conticuretion or

0 Appiications - add special purpose vector ivpes imachines to
Phase 2 configuration, or replace rainfrang wilh wwre Dows: Tul

aenine,

i
;
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7.0 SUMMARY OF PDSC STuDY

7.1 System Description - PDSC

=

he Facific Cocorwand {PACOM) Data System Center {(PDSC) is an intelligence
network o7 gewziaphically separatad compuier centers in support of tne
PACOM mission. The mission invoives data coljection and intellicence ,
dissemination concerning an area of approximately 96 miliion square

1es. EIssential functional areas of responsibility for tne PDSC are:

-do

1

m

0 To assess/estimate tne near and jong-term deveicprents in the
Facific thzaier and provide intelligence in support of

decisions on the Jocations, kinds and size of force disdositions.

c To provide warning, of impending trouble ir support of cecisions

to change the rezadiness posture of forces.

0 Development of taroets and weapons rech rendatione jor

contingency and general war plannina znc zssociatec doicnse

anzivses.
0 Indepth and timely intelligence support of co . unent air,
land, and naval forces with orgers of battie, taro2t date,

Al

“ollateral Tata Tenes boing Tof by noar-rcal-tine aoalor
enable analysts to support tne PoSc Mission. Figure 7+ 540
of the central PDSC Configuration.
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7.2 Investigation Summary & Recommendations

This section outlines the steps that were taken to evaluate the
efficiency and applicability of proposed PDSC Intelligence System
Develop.

7.2.1 PDSC Characterization

Section 4 of Volume I of [MEAS79] describes the methodology used in

the characterization work done for ADCOM and PDSC. Also explained

are the workload modeling techniques, an extension of characterization.
Details of PDSC Characterization have been included as appendices

to Volume III of [MEAS79]. Appendices include:

PDSC Intelligence Function Flow
PDSC Workload Modeling Charts
Data Processing Function Charts
Process Flowcharts

Instruction and I/0 Rates

© O © O o o

Charts and diagrams

Note that these charts and diagrams are basic building blocks for any
intelligence system. We hope that the data will be reviewed and Mc2
will be given any adjustments/corrections to the information as
characterized. We feel powerful tools have been designed that could,
with fine tuning, be used to measure both current and proposed
intelligence systems performance.

Results of PDSC Characterization and Workload Modeling for the
Baseline, Crisis - Peak Hour Load have been given in Appendix II of
Volume III of [MEAS79]. Figure 7-2 shows results of workload
projections: Crisis Baseline Hourly + 4 years. Loading was computed
by multiplying transactions for all Intelligence Functions except

IF #5 - ELINT & EOB by 1.5. IF #5 - ELINT and EOB transactions

7-3
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7.2.2 Evaluation of PDSC Modeling

During the ADCOM modeling effort on this project it soon became

apparent that a simulation model of the PDSC would be impractical.

The ADCOM Model consumed excessive computer system resources, both

in core requirements ( ~ 100K words) and in processing time ( ~ 1.5 hours
of CPU time per run). It was obvious that the PDSC, being a
considerably larger system than the ADCOM, and having more diverse
functions, would prove unmanageable as a simulation model given the
resources of this project. The decision was taken, then, to rely on

the extensive and detailed characterization of the PDSC exhibited in

the appendices to Vol. III of [MEAS79] and upon the Analytic Model, which,
although it requires considerable preparation of input (viz. the
characterization summaries), is thrifty with computer resources.

Some discussion is required concerning the results of the analytic
modeling of PDSC in this volume.

The D3MS Host CPU utilization figures for both I0C and 10C+4 years (81.6%

- and 129.2%. respectively) are considered valid projections within the

context of traffic volume essumed. They indicate that more than the power

of a single 11/70 will be required to process currently anticipated loads.

The Auplications Host CPU utilization figures, also for both 1OC and I0C+4
years {30.4% and 170.9%, respectively) are nore open to question since they
are hased on assumptions concerning the logic and efficiency of applications
programs.  Such routines are by nature less predictable thas system soft-

warc :nd rackacged DBMSs because their functional specifications and

queiity of “wpteoeniation can vary widely Trom system to system. The

'r
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figures obtained, however, indicate a situation similar to that of the

DBMS Host. The indicated utilization figures call for more computing
power than has been configured. It should be noted that these figures
include graphics procéssing, a significant contributor to the load. It
has not yet been determined, to the best of our knowledge, that graphics
processing will be performed on the Applications Host.

The Message Support Subsystem (MSS) CPU utilization of 6.5% for IOC seems
rather low and is suspect. Considerable effort has been devoted to
identify any shortcomings in the characterization with only minor modifi-
cations resulting. When compared to NMIC observed loading of 10%,

the figure is at least in the approximate range. At such low utilization
the accuracy is a moot point, since no increase in processing power is
necessary even for double the traffic. There is some opinion in the field,
however, that the PDSC MSS will be much more heavily utilized than the
NMIC MSS, due, perhaps, to more sophisticated text processing functions

now available, This area could probably benefit from further investigation.

Other nodes exhibit such low utilization that no problem is indicated with
the current configurations. Should new information come to light con-
cerning the loading at these nodes. they can be reconsidered.

We feel that a simulation model of the PDSC would be a valuable tool for
on-going system development and tuning. Whereas, unfortunately, the
characteristics of ECSS II, in itself the most efficient simulation
language we found available, made construction of this model impossible
given the resources of the current project, we feel that such a model
might be possible at a future data.

During the construction of the ADCOM model certain causes of the excessive
core and CPU requirements were discerned by inference. One such cause
was Tong queues. When the system was capable of processing the load

Zand.

© v




expeditiously, thus keeping queues short, less core was recuired to run

the simulation. There exists, to our knowledge, no documentation or study
dealing with ECSS I1 efficiency considerations. A worthwhile project would
be a short study employing controlled experiments with ECSS II to identify
and quantify its resource consuming characteristics to provide guidelines
for creating more efficient models. With this information in hand, it .

’ might very well be possible to create a streamlined, efficient PDSC
simulation moudel.

e T

7.2.3 Analysis

Eased on tne results of the characterization, modeling, and evaluation of
tne provosed PDSC configuration and locading estimates, it has become
apparent that the only indicated probiems are in the Host DBMS and
Applications areas. It is our understanding that the Host is to be divided
into functionally separate processors, one for data base processing, and
one for appiications processing. We concur heartily with this decision.
With a functionally distributed Host, enhancements specifically aimed

at either data base or applications requirements can be cost effectively
applied with minimum disruption of the system. If, for instance, in the
sartner future, it is found that data base processing requirements
outstrip even the most powerful of processors available, a data base
machine (e.g., the Hybrid Machine described in Appendix A) can be
substituted for the DBMS Host without disturbing the applications

services. Likewise a new Applications Host can be installed, if necessary,

without disturbing data base services.

v It ic rec.i.iended that at both the DBMS Host and the Applications Host,

i e 7UP 11/7%-1y nelhine be inctalied. This rachine is configurable with
‘ one i..ory and frum cne to four 11/70-type central processing units which
F

aperate in parallel, asynchronous fashion. Processors may be added as

. jod (up to 4) with little effort.




The PDP-11/74 is not the only such machine which might be considered.
It is chosen here as a representative of the genre for ease of
exposition and for its compatibility with the other DEC equipment in

the system.

The recommended phased development plan for the PDSC DBMS Host and
Applications Host is:

Phase 1 - (Initial)

DBMS Host - "11/74" with 2 CPUs
Applications Host - "11/74" with 2 CPUs
Phase 2 - (Intermediate - +4 years)

DBMS Host - add one CPU to "11/74"
Applications Host - add two CPUs to “11/74"

Phase 3 - (Long Term - +8 - 10 years)
DBMS Host - add fourth CPU to "11/74", or, if developing requirments
warrant, repiace "11/74" with a data base machine.

Appiications Host - add special purpose (e.g., vector) processors.




ey
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7.3 Recommended PDSC Configurations

7.3.1 Baseline Configuration

Although the CPUs planned for PDSC IOC will handle the initial
workload, both Applications and DBMS HOST CPU Utilizations - 10C,
Crisis Peak Hour, are uncomfortably high. Utilization above 70%

usually results in increased response times - an unacceptable
condition in a cirsis or "conflict" situation. Therefore Phase 1
recommendations shown in Figure 7-3, are to use a "PDP-11/74"

with 2 CPUs for each HOST node. Modeling indicates that communi-
cations line speeds must be increased to handle crisis traffic. The
quality control U-1652s, if redistributed over the three "Interface
Nodes" ACCS, MSS, and IDHSC-II, will suffice for baseline loading.
Analyst U-1652s probably need to be increased at the two USS nodes
from 80 to 95 (reference PDSC Model Book #4, Appendix I of [MEAS79].

7.3.2 Intermediate Configuration

rzsults of analytic modeling of the PDSC Baseiine + 4 years, a projected

overall central PDSC icad of 1.55% of 10C, shows requirement for doubie
tne CPU capacity at the Host nodes, with no room for growth. Figure
7-4 depicts the proposed confiquration for Phase 2 - 4 years from I0C.
Increase in lcading of 20% will reguire increased communications line
spezds and at ieast 1 more quality control terminal at both ACCS

ancd MSS nodes. Analyst terminals at the USS computer center will
neec¢ toc be increased Trom 9% to 120, with a corresponding incriase

in muitizloxers,

7-9
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7.3.3 Long Term Configuration

If the projected rate of growth continues or increases, the HOST configura-
tion depicted for Phase 2 will not handle the loading. By IOC + 8 to 10
years, communications lines again will need to be increased; quality
control terminals for the three interface nodes (ACCS, MSS, ACCS) will
increase from 9 to 11; Analyst terminals of USS will be increased

from 120 to 150 with a corresponding increase in multiplexers, Change
from the POP-11/45 to an 11/70 at ACCS would provide an improvement in
response time due to the faster CPU and a superior busing scheme, The
USS nodes may require an “11/74" type configuration to handle 150
terminals. Figure 7-5 depicts the proposed long term configuration -
Baseline +8 to 10 years.

If a Data Base Machine is required at the DBMS Host, the Hybrid Machine,
as described in Appendix A is a prime candidate. New development
required to construct this machine would not be of an unreasonable
magnitude., It would consist of the design and implementation of new
software for the three new elements: the Control Processor, the
Statistics Processor (if implemented), and the Streaming Processor. The
Random Processor could probably use existing, off the shelf, data
management software. Also required would be the development of a disk
system having two sets of movable heads, driven by separate controllers,
or high capacity, head per track disks involving technology such as thin
film heads (see Paragraph 3.2.3.3 of Appendix A). Depending on the
implementation, a new disk for the Random Processor would have to be
purchased as well as bulk memory for the Random Processor and the
Statistics Processor.
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It is possible that the "11/74" with 3 CPUs, serving as the Phase 2
DBMS Host could perform the Hybrid Machine functions of the Control
Processor, the Random Processor, and the Statistics Processor. The
Streaming Processor and associated peripherals must be specified
and developed separately.
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8.0 A SOFTWARE CONSIDERATION

The foregoing ana]ysié and recommendations assume a multi-level, index
driven DBMS. The following discussion is included to bring to notice

a clear indication that DBMS-11, a CODASYL based DBMS for the PDP-11
series, as currently implemented, will impose a severe burden on the
system due to extraordinarily high CPU utilization requirements. The
discussion is presented in an ADCOM context because the ADCOM situation
viz a viz this issue is somewhat less complex than the PDSC situation
and is felt to be more appropriate to this summary report. For a
treatment of the PDSC implications, refer to Volume III of [MEAS79].

8.1 DBMS-11 Performance Analysis

The CPU utilization estimates employed to model DBMS-11 are based on

Performance Analysis, September 1978. Average CPU time per 1/0 is derived

based on the measured CPU time to perform simple and intermediate data
base queries reported in the MiTRE document.' Under DBMS-11, an average
of 3.8 reads per single query is assumed. This value includes 1.8 reads
associated with an average FIND CALC operation and two reads of non-
contiquous detail records. An intermediate query is assumed to be
equivalent to 10 simple queries; i.e., 38 reads. The approach us2d in
this data base performance analysis was to employ the “worst cage“

MITRE test results because of the fact that the prototype cata base
modeled in their study was much smaller than the expected ADCOM data

base.

The method employed in this analysis to arrive at an "average" CPU time
per 1/0 uses the "last 5/non-contiguous COBOL" timings presented for
simple and intermediate queries presented in Tabies 111 and IV of the
MITRE report. We add to these observed values, the timings for subschcina
binding (35 ms), record binding (& ms) and journalizing (52 ms) for a

total overhead of 95 ms. The following Figure 8-1 summarizes these

times,
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The ADCOM DBMS Node is performing approximately 70,000 data base I1/0s
per hour. If we assume a DBMS-11 requiring 21527 CPU instructions
per 1/0 where the number of DBMS I/0s is reduced by 1/3*, we execute:

(21527 instr/10)(2/3)(70,000 instr.)

1,004,593,300 instr./hour
279,053 instr./second

If a single PDP-11/70 operates at 280,000 instructions per second,
then the Tower bound on CPU utilization due to DBMS alone is 100%,
equivalent to a full PDP-11/70. This figure compares to a CPU
utilization of approximately 35% for the multi-level, index driven
DBMS as modelled.

8.2 Suggestions

If this analysis is correct, DBMS-11 is unsuitable for the systems
examined in this project. It is true that much of the time consumed
is in areas which could be improved (e.g., context switching), but
the MITRE document indicates (we have not been able to verify) that
certain operations are invoked as a result of a request that are
central to the structure of DBMS-11 and could not be avoided {e.g., ]
binding and journaling operatjons). That these operations could be
sufficiently streamlined to make DBMS-11 responsive to the application

b

at hand is open to question,

The time given in the MITRE report for journaling (52 ms per request)
seems excessive. It could probably be disabled in DBMS-11 and replaced
with a system journaling utility of a different form (e.g., a simple
recording of the unparsed request which should take no more than a

few hundred microseconds).

*A multi-level, index driven DBMS is assumed in the model. Such a
DBMS is assumed to perform an average of 5.7 1/0s per simple query,
as opposed to 3.8 for a CODASYL DBMS.




The binding operations, as reported, take such a large amount of

CPU resources (43 ms combined) that one is led to suspect that a
translation from original schema and subschema declarations is taking
place and that a dynamic binding service is being provided. 1t would
be worthwhile examining the feasibility of replacing this dynamic
binding approach with a static binding approach. Some query flexi-
bility would be lost but a study might show that this degree of
flexibility is not needed.

It is suspected, based on previous investigations of SARP III and IV,
that SARP V is also performing dynamic binding operations. If this
is so, the same recommendations made for DBMS-11 hold for SARP V.

The DBMS modeled on this project, while SARP-1ike, was not performing
dynamic binding and was therefore much more efficient than SARP V

is suspected of being.
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APPENDIX A
TECHNOLOGY OVERVIEW

3.0 TECHNOLOGY OVERVIEW
3.1 Introduction

Computer technology has come a long way since the days of the original
ENIAC project, however, no single form of memory has been found to

satisfy all of the storage requirements of computer systems. There

are fast, expensive internal memories for calculations and slower, less
expensive ones for peripheral storage, consequently there is a gap

between them in terms of speed and cost. Computer developers and users
have attempted to compensate for the difference in speed between internal
and peripheral storage. Multiprogramming and virtual storage concepts,
among others, have been invented solely to make up for the speed disparity.
Figure 3.1-1 illustrates the trade-off in access times and memory
capacities between available technologies for main memory and for secondary
storage,

We will at first discuss storage technologies that will change the above
described picture, and eventually discuss their implications to computer

grenitectures. Lo T L sl lelé Basc tanagement uacninery.
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3.2 Storage Technology

3.2.1 Introduction

New mass storage technologies using holography, lasers, optical
disks, magneto-optics, and amorphous semi-conductors are currently
in various stages of development and testing.

Developments in this direction are high technology intensive and
quite often involve technical breakthroughs. High research and
development costs of any of the above systems will in the short
run still result in expensive systems having a small production
series.

An alternative to this situation could be a more modular, less
involved technology. "Electronic disks" have been suggested to
realize this objective. The term "electronic disk" refers to
electronic storage devices {as opposed to electromechanical or
rotating devices) which possess memory capacities and cost-per-bit-of-
storage which compete with conventional storage devices. In

addition, those small scale storage systems can be used as an
intermediate memory between main and archival memory. Many
technologies now being investigated have the potential of being

used for electronic disks. These include:

) Charge-coupled devices (CCD)
0 Magnetic bubbles

Initially we will therefore discuss considerations on the lower
end of the storage scale.

A-3
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3.2.1 Solid State Momory Technology

. To date, MOS and Bipolar RAM dominates the mainframe primary memory market.

I

Charged-coupled devices (CCDs) and magnetic domain bubble memory devices (" :ls)

are competing to be the memory gap filler. All have dramatically imgooved ir
the last few years in performance/price with respect tc bit densizv’/chip., access
time and cost. TInis increase in Deriormance, nrice Nas medé INeLT SEVIIEL
competitive witn seconaary storage devices si.h as fixed neac drsns O7

small moving head disks.

The principle areas of use for these new devices are:

) Large slow access main memory
o} Fixed head disk replacements
() Disk CACHE mechanisms

0 Full disk replacements

We will take a closer look at these new devices in the following 1

sections. ;




3.2.1.1 MOS RAM

MOS RAM is Kandom Access Memory wnicn is characterized bv the ability
Lo access any storade location witnin one access time ¢ typically
150-1500 ns. Tne primary use of RAMs is main memories where trhs Fandom

Azcess nature is essential.
Tnere are two types of MCS RAM:

(a) STATIC

(b) DYRAMIC

(a) STATIC RAMs require more circuit elements/bit on the chip and thus
are not available in as high a density as dynamic RAMs. They are, however,
considerably easier to design with. As the name static implies, once the

Gata 1¢ stored, it stays there permanently (until loss of power).

STATIC RAMs are available in 1K, 4K, and 16K versions. Thne 64F versions
are not likely to be available until a year or two after the 64K versions

of the dynamic RAMs become available.

(b) DYNAMIC RAMs store the bits as charge. This charge leaks off with
time and thus, DYNAMIC RAMs must be periodically refreshed or they will
lose the stored information. This refreshing must take place approximately

every few milliseconds and results in about 1% unavailability.

Presently, DYNAMIC RAMs are available in 1K, 4K, 16K and 64K versions.
Larger than 64K versions (256K) will not probably appear in tne near

future (before 3-5 years).

A-5




3.2.1.2 CCDs

CCDs store binary data as charges in long circular shift registers.
As with DYNAMIC RAMs, the charge leaks and must be periodically
refreshed. With each shift, one bit is read, and one bit is
regenerated and thus the system designed need not be concerned with
refreshing as in DYNAMIC RAMs.

ATE TR LT K TN U AR T S T Aoty

The CC2s, nowever, being shift registers, do nave an access time that 1

mucn larger than RAMs. This access time is on tne oraer of 1 ms or
approximately 1020 times that of a RAM. After tne access, nowover,

transfer rate 1s comparable to RAM (1/2 to 5 MBvtes/sec).
from ire above consideration, CCDs have application where eitner

) A Pattern of Access exists (e.g., TV Raster Display), or

0 Block transfers are the primary use (e.g., disk paoing)

CCDs and RAMs suffer from volatility. On loss of power, they lose tne

information stored.

While few products exist which usc CCDs, as their cost comes down,

they begin to compete with fixed head disks in paging schemes.

A-6
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3.2.1.3  MBMs

Maanetic Bubble Memories store binary deata as small magnetic domains.
Tney are typically organized simiiar to CCDs and could be used in similar
products. The most obvious difference between the MEMs and other devices
1s their non-volatility. They don't lose their memory with loss of power.
In Targe memory scnemes such as disk repiacements, this is an important
feature.

Tne other comparable features of MBMs are access time and transfer rate.
Tnese times are approximately 5 millisec and 5C Kilobits/sec, respectively.
ring tnese with CCDs we see that the CCD has a much shorter access
ime (1/2 millisec) and much hiaher transter rate (5 million bits/sec).

MbMs, nowever, do come with higher bit densities (100 K, 256 K
bits/chip} than the CCDs .

Bubble technology at this point in time can deliver 1 Mbit modules (Intel.
‘aanetic 7110). New techniques that should be able to improve on this

rerformance are:

e Cross Hatch Memory {IBM, San Jose)/Current Access izthod
(Bell Laboratories)
Coils implementing the rotating magnetic field in a magnatic
bubble device have kept down improvements possible for bubble
devices. This field-access technology can be replaced by current-
access technology. The technigue relies on two conductive
sheets punctured with rows of elongated holes. Every hole
on one sheet overlaps with the ends of two holes on the

r sheet. Current flowing in the sheets will create the

figias noressary toe move the bubbles around.

e
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¢ Contraucus aisv device:
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. Tne name of tnis tecnrnigue cones Trom the snape of tne patterns
that guide the propagation of the bubbles. Cortiquous disks

do not need the critical interpattern spacing resclution that

are required py cnevron-shaped patterns common tc toagay's

bubble chips. Tne resulting density would make it possible

in principle to store 25 Mbits on an area that was used for

Ti's original 92 kbit device. An additional benefit from this
technology is the possibility of stacking layers - tneretore
meking realistic a three-dimensional memory array with censities

of nundreds of megabits.

0 wall-encoding (IBM, San Jose;

Currently bubbles must be separated by four to five
diameters. in orager to prevent the bubbles from interacting
with eacn other. One way %0 overcome this restriction is to
use bubbles of two aifferent types. wali-encodirg, that 1s

inducement of changes in tne magnetic structure of tne wall

reqion that separates each bubble from tne surrounding ?
material, does just that. One type of structure reprecets 1

1"

one" and the other a "zero".

a

Combined with cortiguous disk tecnnelogy this wall-encoding recnr’ e

could result, theoretically in a 1& million bits/centimeter du sity

device.

Much work has also been done researcning the viper lavout of the

bubble device toc minimize access tiwe of tne data. Topology consicera-

tions relative to major and minor Joops have alsa Jead to the introduction

of the cache concept in the bubble module domain.

Ultimately considerations have been given te the place of bubble devices i
in data base man

el .

cement systems. Tne concept has been expressed of
ul

a
having in orne module part of a relaticnal data base as well as & bpubble

- NP

1agic search processor  [CHANTE .
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2.2.2 Electrorio Jtlurs

with tne lowering cost of solid stute memories, the idea of using them
for disk replacements has become attractive. Tne principle characteristics
of these devices are:

0 Low access time
o) Medium cost
c No moving parts

0 High reliability

Tre areas wnere tnese devices will be applied in iarge size configurations

are:

o«

Add on, larage, slow access main memory
o Replace fixed head disk

o Main memory paginc schemes, caches

Tnere is one basic driving force for using solid state memories zs disk
reslacerents. There is the much lower access time:(1/2 ms vs. 40 s’ of
tnese gevices. Tne need for lower access time in disks can easi’’ t:
seer.. Jypical main memories nave access limes on tne order @ 1 s,

Tnes fastest fixed head disks nave average access times of 8§ <. 7Ts

15 & performance factor of 8000:1. Tnis usually results in svstems tnatl

are 1/C bounc, with tne processor mostly idie.

Ine nardware Survey [MEAS78b) aetails some existing bulk-core, CCD and
"BM products.

The technology used for disk replacement will largely influence the
characteristics of the resulting product.

A-9
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3.2.2.1 Disk Replacements Based on CCDs

CCDs are the most, inexpensive (.1 cent/bit), available in high
densities (64K), and have very high data transfer rates 5 Mbit/sec.
However, due to their volatility, these devices can not serve as

large (300 MByte) disk replacements. Thus CCD based disk replacements
are basically Timited to paging schemes or disk caches.

3.2.2.1.17 Paging Disks 1
Faging disks are usually fixed nead disxs or arums. Tney are used 10 \
cache blocks of main menory in mainframe computers. 1

A computer may have only a one mecabyle nain memory, but severa)
concurrent programs each using ¢ nedgabytes of numory.  Tne progrems 1
actually reside on the paginc devices, witn only ¢ part ir tne main
memory. Wnen a part of tne program that is not in nenory neecs 10 execute,
the paging device swaps the least used page in main r-oory oitn tne
- desired page on disk. During this swapping, a different pio.our i:

allowed to run.

CCOhs make 1deal paging aevices because tney nave much §o,.or

%)

tran disks or drums and can be confiqured in sir7es cornarabie o ¢-
devices at competitive prices. The only crawbach to CCDS. tustr
volatility, is not a problem with a paging device because tne svsten

Tooks at the paging device as thouah it wire main TRMAry, NOT as a bernanent

file structure such as a data file. :




3.2.2.0.2 Fixed Hezd Dicks

Tne najor application of fixed head disksis tts use in paging schemes.
nowever, certain applications may require temporary hian speed access

sucr as manipulating iarge arrays of data. CCDs would be applicable here

for tne same reasons as in tne paging schemes.

3.2.2.7.3 Lisk ladfies

A disk cache is a large buffer that is used to store tne most recently
referenced disk blocks. A typical size buffer would be approximately
1/8 to 20 megabytes, for a disk size of 80-300 megabytes. The cache
gevice sits between tne 1/0 controlier and the disk drives. The I/0
rendier in tne main computer does not see this cache device. This has

tre aavantage of being software transparent.

bpon requests Trom the 1/0 handler for particular disk blocks, thre

cache buffer 1s automatically checked to see if the requested block

is in tne bufier. If it is, a recuest to the disk drive need not b= made
and tne rosnonse time will be 1/2 ms instead of ~50 ms.  If tr2 bionck is
not in tne buiter, disk 1/0 will take place and the reauested tiocr will
b celivered to tne 1/0 nendier and will repiace tne least uscd black in
toe cacne buiTer. Further requests for this block will not cause

e disk [/0.

ior & disk cache 10 be sutcessful, tnere are two important criteria that

must he satistiec. 1nev are:

(1) High hit rate

(2) Low variance in hit rate with varying application

The hit rate is percentage of disk reguests that are in the cache buffier.

rniess the hit rate is high (»50%), little performance gain will be

L iAce
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achieved. Even if a high hit rate is achieved, the variance of the hit

rate must be low for varying applications.

To illustrate the importance of a high hit rate, a numeric example will
be used.

Given: Access times for disk 1/0 and cache I/0 as 50 ms and 1/2 ms
respectively, the following hit rates yield the given average
access times:

Hit Rate Ava. Access Time
10% 45 ms
25% 38 ms
50% 25 ms
755 13 ms
90% 5 ms

We can see that with less than 50% hit rate, performance is improved very
Tittle (<50%). A hit rate of 50% halves the access time and a nit ro'2 of
7=’ auarters access time.

Tne importance of little variance of hit rate with varying appiice: n can
be scen with the following example:

Given the above access times, and two applications, the first
application has an 80% hit rate while the 2nd has only 60 hi:

rate. The average access times for those two applications are:

Apolication Ava. Access Time

(1) 80% hit rate 10 ms

(2) 60% hit rate 20 ms




we see tnat varyinc tne hit rate by only 25% doublec tne access time.

Tnus at high hit rates, small changes in hit rate cause large changes
in access time. The hit rate is a function of the cache buffer size
compared to the disk size, the application, and the algorithm for
determining what blocks are kept in the cache. The hit rate could be
made 100% by merely making the size of the buffer the size of the disk.
This, however, 1s the extreme and if this was required the device
would be a disk replacement instead of a cache.

The importance of the application can't be overlooked. In large batch
type of applications most 1/0s take place in a limited area of one or
two disk filtes. High hit rates are possible with small cache buffers
py merely keeping entire tracks of a requested block in the cache. In
DBMS applications, index files are likely to be requested more often
than tne data files, and are much smaller than the data files.
Conseauently, nigh hit rates may be achieved with small caches by keeping !

@ large percentage of the index files in the cache.

5.2.2.2 Disk Replacements Based on MBMs

“sanetic bubbie memories are relatively new with only two current
manufacturers and 3 bubble chips commercially available. 1In the next

few years they promise to see wide spread application.

M3Ms are the highest density chip of any of the solid state mcmories

available (82K, 256¥, 1M). Their price is still high (comparable to RAM) for
uce as disk replacements but the price should be lower in the near future.

MzMs currently available have medium access times (4-10 ms) and transfer rates
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(50-100 Kbits/sec). Paralleling tner for nicher tnroudhdul Can be aune

but requires extensive Support circuilty.

‘ The prime virtue of the MBM is their non-volatility. A complete disk

replacement could be implemented without any moving parts. This feature

along with the extremely high density makes them a prime candidate for
medium size disk replacements.
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MBMs have too slow an access time to be used as either fixed head disks

or disk caches. (Comparable to present day fixed nead disks).

MBMs as medium size disks offer two major benefits. Access time comparable

to fixed head disks, and high reliability due to their solid state nature.

The current price of MBMs is about .1 - .Z cents/bit at the chip level.
To be competitive with medium size disks (40-100 MBytes), this price would
nave to drop to about .01 - .03 cents/bit. This 1s a price factor oF

from 3 to 10 and will be achievea soon (1 - 2 years).
3.¢.2.3 Disk Replacements Based on MOS RAM

RAM competes with CCD memories directly. Any product that can pe

impiemented in CCDs could be implemented in RAMs with no penaity v

Dt

speed.

Y

Access time of RAM is ~1uS with transfer rates irom 1/2 tc 5 rbytes/sec.
Interfacing is easy and versatile. Virtually any configuration can be

achieved easily.
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The only factor that leads one to choose RAMs over CCDs is
availability. The per chip cost of CCD and RAM is about the same.

22.2.4 Disk Repiacements Based upon Buik Core
Buik core is a new product based on the old technology of core memories.
It is currently competitive with any other solid state memory for disk

replacements.

It has all of the desirable characteristics of a solid ctate merory.
Tnese incluae:

o  Cost Competitive with other technologies
0 Fast access time (<3 usec)

0 High transfer rate up to 5 MByte/sec

o) Norn-volatile

The above characteristics either equail or beat any other form of solid
state woaory.  Why then, is there littie consideration to these devices
in applications wheie CCDs and MBMs have been applied? The answer is in
tne prosrects Tor the future.

MiMs, CCDs, and RAMs all show promise for future increases in dcnsity and
price reductions. Core memories show little promise for future piice
reactions.  Thus, while they are competitive today, it is not likely that

ey will recuce in price.
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3.2.3 Moving Head Disk Technology

In comparing the currently available moving head disk drives, tre
most significant identifying characteristic is capacity. Currently

available capacities range from 20 to 635 megabytes (MBytes).

The other parameters which characterize all of these drives are:

0 25 - 40 ms average acces< time (voice coil positioning)
0 4000 - 6000 BPI recording density

0 200 - 400 tracks per inch lateral recording density

0 800 - 1200kilobytes/sec data transfer rate

o 8 - 12 ms avg. latency (3600 - 2400 RPM)

Tne small capacity disks (20 - 50 megabytes) are distinguished from tne
medium capacity disks (50 - 100 megabytes) primarily by the number of
platters (sides). The same technology is used with more platiers and

rcad/write reads to achieve a higher capacity.

The large capacity disks (100-300 mrgabytes) are characteri: o/ .. a:

ircrease in capacity through increasing tne bit density (HPI) n»d t .k

density (TPI), along with the use of more efficient recording < iss,
increase in recording density is accomplished bv decreasing 1% oy

height above the recording surface.

There are two caiegories of larae capacity disks with tne nead neignt
(hence recording density) being the determining quality. These twe
categories are the "3330" and "Winchester" technology rcferring te tne

1EM representatives of these categories.
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‘density from 2000 BPI and 200 TPI to 4000 BPI and 400 TPI.

3.2.3.1 3330 Type Teunnuiugy

Tre 3330 type disks physically resemble the medium capacity disks
witn removable multiplatter disk packs. It nas a recoraing head
height of only 45 microinches which allows the increase in recordino
Disk
capacities of up to 300 megabytes basea upon this tecnnoiogy are

commercially available.

3.2.3.2 Winchester Technology

The Wincnester technology is basically an extension to the "3330" concept

of aecreasing tne nead height. In tnese type drives the head height is
decreased to 20 microincnes. The resulting increase in recording density

1s 6000 BP! and 400+ TPI.

Tne price paid for this increase in density, however, is the necessity

of sealing the heads and media into a dust proof module. As a result,

most Winchester type disks have fixed (i.e., non-removable) platrors,
a few, nhowever, with removabie cartridge type (3340) . iia where

Tnere are
the heads and platters are seaied in one module. Disk capacitice of
up to 60C megabvtes are available using this technology.

3.2.3.3 Advanced Disk Technology

A summary of the currently available moving head disk drives is presented
z< = part of the Hardware Survey [MEAS78b].

Two disk drives deserve special attention because they are the only

representatives of & particular technoiogv and they are “state of the art"

dgrives, They are:

(1) €DC 33502
(2} AYPEX OM-PTD
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The CDC 33502 is one of the Jargest capacitv disk to aate and is appris mate’

twice the size of its competitors. Trne disk drive uses Winchester
p

technology and other manufacturers are likely to follow with similar products.

The AMPEX DM-PTD is unique in that it reads 9 of the 15 read/write heads
simultaneously for a data transter rate of 10 MBytes/sec. 1n other
respects, the disk is a 300 megabytes 3330 type drive. This drive would
be ideal for operations that require extremely high tnroughput of

seriaiized date.

Disks can not be easily dismissed from consideration as the principle
storage meaium for the large data base systems of the future.

Although their imminent demise has been forecast for many years, con-
tinuing advances in technological areas applicable to disks have pushed
the capabilities of disk systems consistently ahead of botn requirements
and competitors. The anxiety felt by the general computer using com-
munity concerning future applicability of disk storage devices nhas heen
based on the fear that they are too small and too slow and that their
potential has been almost reached; current disk technology proviaes access
times of approximately 25-40 miiliseconds and storage volumes in tne
range of approximately .6 gigabytes per spindle {~5 gigabytes per eiznt
spindle system).

Breakthiroughs in both read/write head technology and surface coating
processes, however, have made possible a near-term dramatic enhancercnt

of disks. Thin film technology has made it possible to create finer
resolution heads which are at the same time much lignter and less expensive

+5 vroduce. The enhanced resoluticn of these heads enables a much denser

packing of bits per track as well as tracks per surface. Witp genser

Y




packing and cioser tracks, it beccores recessary 1c £0sit1on the neac closer

te tne surface. New surface coating processes will soor nake thic
possible by prcviding a smoother surface. Industry sources predict that
tnese improvements will in the near future, make possible a disk having
a capacity of 5 gigabytes. An eight spindie system would contain 40

gigabytes.

Coupled with the increased storage capability is the fact that the
thin-film heads, being much Tighter, can be more numerous. Head per
track devices are now conceivable with the storage capacity of movable
head devices. This has heretofore been urachievabie due to the resolu-
tion of the hand-made ferrite heads. Fixed head {nead per track) disks

currently store in the range of 10 mecabytes.

Anotner expectation is that rotation speeds will be tripled within the
next few years. The disk storage medium we can now contemplate by the

year 1985 will have the following charecteristics:

0 40 gigabytes of storage for an eight spindle system - ri:de
possible by denser recording and finer resolution read, .rite

neads.

Average access time of less than 3 ms - made possible b.

o

lTighter heads (head per track) and faster revolution.

C Lower cost per bit than current disk systems - made possible
by lower head fabrication expense and elimination

o